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The proposed HumanTOMATO can generate text-aligned whole-body motions with vivid and 

harmonious face, hand, and body motion.

Key insight 2: Motion quantization

Key insight 1: Text-motion alignment

We clarify the importance of how to use the text and motion data to generate 
motions for the first time. We highlight the two method.

 Replace your CLIP text encoder with TMA text encoder.
 Introduce the text-motion alignment supervision to your motion 

generation model during training.

Try TMA! 

from OpenTMA import textencoder, motionencoder
import torch

motion = torch.randn(1, 64, 126)    # B = 1, T = , D = , need normalization
lengths = [64]
t_emb = textencoder(["a man is running"]).loc
m_emb = motionencoder(motion, lengths).loc

How to use?

The framework overview of tokenization method for body-hand, and facial motions. (a) Holistic 
Hierarchical Vector Quantization (H2VQ) to compress fine-grained body-hand motion into two 
discrete codebooks with hierarchical structure relations. (b) Residual Vector Quantization (RVQ) 
to compress facial motion into two discrete codebooks with hierarchical structure relations.

Auto-regressive motion generation. Both parts take textual description as input and 
predict tokens in an auto-regressive manner. The final whole-body motion is composed of both 
part motions decoded by the corresponding decoders.

Results

Main results of motion generation on the Motion-X dataset.

Comparison of the motion reconstruction errors (MPJPE in mm) of different quantization methods.

Ablation on a pre-trained text-motion-aligned model for motion generation.

TMA works!

SoTA!

Quantiz
ation 

works!

Qualitative comparisons with SOTA models trained on Motion-X

Test-in-the-wild result (unseen text)

Reaching out first authors


