
Anomaly Detection On Graph
Linghao Chen

Anomaly Detection 
On Graph



KDD-18

SpotLight: Detecting Anomalies in Streaming Graphs On Streams



SpotLight: Detecting Anomalies in Streaming Graphs On Streams



SpotLight: Detecting Anomalies in Streaming Graphs On Streams



SpotLight: Detecting Anomalies in Streaming Graphs On Streams



ICDM '19

Deep Anomaly Detection on Attributed Networks



Deep Anomaly Detection on Attributed Networks



Deep Anomaly Detection on Attributed Networks



Deep Anomaly Detection on Attributed Networks



Risk Guarantee Prediction in Networked-Loans
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Risk Guarantee Prediction in Networked-Loans

应用：信贷网络edge的的risk预测，检测的是边。



Risk Guarantee Prediction in Networked-Loans

每个时间节点上的graph先Conv，Conv之后用Attention更新节点信息。



Risk Guarantee Prediction in Networked-Loans



Risk Guarantee Prediction in Networked-Loans

对edge做不同时序之间的attention，更新edge的信息

NN denotes a feed forward neural network layer with ReLU as activation function.

训练分类器，做2-classification
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Inductive Anomaly Detection on Attributed Networks

An unsupervised framework

AEGIS trains a generative adversarial network (Ano-GAN) 
to improve the model generalization ability on newly added 
data. Specififically, the generator aims to generate 
informative potential anomalies, while the discriminator 
tries to learn a decision boundary that separates the 
potential anomalies from the normal data.

用GAN生成异常数据
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Inductive Anomaly Detection on Attributed Networks

Graph Differentiative Layer : GDN

一阶邻居

一阶邻居:



Inductive Anomaly Detection on Attributed Networks

Graph Differentiative Layer: GDN

一阶邻居 K阶邻居

聚合:

找到K阶邻居:

得到了结点的表示



Inductive Anomaly Detection on Attributed Networks

Adversarial Graph Differentiation Networks

The yellow arrows denote the training flow and the blue arrows denote 
the inference flflow. Figure best viewed in color.

The generator G effectively improves the capability of the discriminator 
D to identify normal data by generating informative potential anomalies.



Inductive Anomaly Detection on Attributed Networks

Adversarial Graph Differentiation Networks

For the generator G, the loss function 
can be defifined as:

and the loss function of learning 
discriminator D is: 

Anomaly score:



DEEP GRAPH INFOMAX 
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下面一篇中文论文用到的方法
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DEEP GRAPH INFOMAX 

Transductive learning

Inductive learning on large graphs

GraphSAGE-GCN



DEEP GRAPH INFOMAX 

Corruption function

the same nodes as the original graph

located in different places in the graph

DGI is stable to other choices of corruption functions!!!



DEEP GRAPH INFOMAX 

Training details

We use a simple averaging 
of all the nodes’ features: 



DEEP GRAPH INFOMAX 

Loss Function

最大化互信息



基于图神经网络的动态网络异常检测算法

软件学报

Unsupervised Learning



基于图神经网络的动态网络异常检测算法

    使用该算法学得的网络表示向量进行异常检测,得到的结果优于最新的子图异常检测
算法SpotLight,并且显著优于传统的网络表示学习算法。



基于图神经网络的动态网络异常检测算法

Step1: 基于图神经网络的图特征提取

Act(·)为激活函数

    在动态网络数据中,有的情况下,除了节点具有实际意义和属性外,边也具
有实际的意义和属性,比如通信网络中两个IP 地址之间建立的连接.因此在设
计网络结构、属性特征提取器的时候, 要同时考虑边的信息和节点的信息.

    将图转换成对应的线图(line graph)来获取以边为基本元素的网络:

线图: 



基于图神经网络的动态网络异常检测算法

Step1: 基于图神经网络的图特征提取

结点GNN

边上GNN

跨层链接

跨层链接



基于图神经网络的动态网络异常检测算法

Step2:基于互信息最大化的网络表示学习



基于图神经网络的动态网络异常检测算法

Step3:基于长短路记忆模型的动态网络表示学习框架

该损失函数使模型最
终获得的加入时序信
息的表示向量能够尽
可能和之前所有的向
量的均值相接近。

假设模型是在完全
没有异常信息的数

据上进行训练的.
这样,当进行预测任

务时,突然出现的
异常子图的表示向
量和其他时刻的子
图的表示向量会具
有较大的差距



基于图神经网络的动态网络异常检测算法

Step4: 数据流上的异常检测算法

·RRCF

树的编码复杂度可以定义为所有数据点的编码复杂度的和：

下游模型接入RRCF、streaming k-means、自编码器



基于图神经网络的动态网络异常检测算法

Step4: 数据流上的异常检测算法

·Streaming k-means 

        动态更新聚类中心的一种聚类算法,其使用延迟系数(decayfactor)来动态地更新聚类

中心：



基于图神经网络的动态网络异常检测算法

Step4: 数据流上的异常检测算法

·Encoder-Decoder-Encoder



AddGraph: Anomaly Detection in Dynamic Graph Using Attention-based Temporal GCN 
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动态属性图的异常检测



AddGraph: Anomaly Detection in Dynamic Graph Using Attention-based Temporal GCN 



AddGraph: Anomaly Detection in Dynamic Graph Using Attention-based Temporal GCN 

Brief



AddGraph: Anomaly Detection in Dynamic Graph Using Attention-based Temporal GCN 

GRU Framework



AddGraph: Anomaly Detection in Dynamic Graph Using Attention-based Temporal GCN 

Anomalous score computation for edges

For each edge (i, j, w), anomalous scores:



AddGraph: Anomaly Detection in Dynamic Graph Using Attention-based Temporal GCN 

Negative Sampling

Loss Function



Spotting Terrorists by Learning Behavior-aware Heterogeneous Network Embedding 
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Spotting Terrorists by Learning Behavior-aware Heterogeneous Network Embedding 



Spotting Terrorists by Learning Behavior-aware Heterogeneous Network Embedding 

Learn Behavior-aware Entity Embedding

Scoring Function

Hadamard product



Spotting Terrorists by Learning Behavior-aware Heterogeneous Network Embedding 

Behavior Penalty

or

Degree based

Entropy based

Loss Function

Negative Sampling

L2 regularization

Instead of random negative sampling over all entities, we perform random sampling 
over entities of each type, and ensure every entity type will be sampled.



Heterogeneous Graph Neural Networks for Malicious Account Detection 

CIKM-18

蚂蚁金服异常检测



Heterogeneous Graph Neural Networks for Malicious Account Detection 

Heterogeneous Graph Construction

账户行为 在将时间窗(0,T)等分
成p段，统计账户在每段的行
为次数作为特征（p维）

设备类型one-hot编码：(|D|维)

异构图：users, items

Items的类型有6种



Heterogeneous Graph Neural Networks for Malicious Account Detection 

T是网络层数

Optimization

Feed Forward

E-M风格学习策略：
1.e-step：基于已有参数，计算embedding；
2.m-step:固定eembedding，优化参数。

取值+1, -1



Heterogeneous Graph Neural Networks for Malicious Account Detection 

With Attention



Deep Structure Learning for Fraud Detection 
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Deep Structure Learning for Fraud Detection 

Suspicious user nodes inevitably associate with more of the same item nodes 
so that the similarity between them is relatively higher, while the behaviors of 
normal user nodes are independent, which leads to low similarity in general.

构建结点之间
的相似度指标
衡量



Deep Structure Learning for Fraud Detection 

DeepFD model



Deep Structure Learning for Fraud Detection 

DeepFD model

根据Graph做向量

Reconstructed loss function:

setting larger weights to non-zero elements:



Deep Structure Learning for Fraud Detection 

DeepFD model

实际做的时候加入了negative sampling



Deep Structure Learning for Fraud Detection 

对于嵌入的向量，采用DBSCAN算法做clustering

Baseline：

M-Zoom

D-Cube

HoloScope

FRAUDAR

DeepWalk+DBSACN

node2vec+DBSACN

LINE+DBSACN



Learning Sequential Behavior Representations for Fraud Detection 
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Learning Sequential Behavior Representations for Fraud Detection 

HAInt-LSTM



Learning Sequential Behavior Representations for Fraud Detection 

HAInt-LSTM



Learning Sequential Behavior Representations for Fraud Detection 

HAInt-LSTM



Learning Sequential Behavior Representations for Fraud Detection 



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

KDD-18



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

动态属性图的异常检测

The proposed NetWalk is flexible. It is 
applicable on both directed and 
undirected networks, either weighted 
or not, to detect abnormal vertices and 
edges in a network that may evolve 
over time by dynamically inserting or 
deleting vertices and edges.



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

Network Walk



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

Learning Network Representations 



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

The loss function J(W, b) can also be written in a matrix form:

Objective Function:



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

Edge Encoding:



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

Maintaining Network Representations Incrementally(处理结点和边的增减):

In case where edges are deleted, the reservoir is chosen 
similarly to aforementioned rules.



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

ANOMALY DETECTION 



NetWalk: A Flexible Deep Embedding Approach for Anomaly Detection in Dynamic 
Networks 

On the weighted networks

First, since the walks generating step adopts random 
walker technique, it is easy to consider the weights of 
edges into the transition probability. 

Accordingly, in Eq.(4), additional weights should be put 
to the pairwise loss of two vertices. 



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 

AAAI-19

BUPT & 蚂蚁金服



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 

Motivation: 
传统的挖掘套现用户的方式是建模为分类问题，然后手工构造大
量的静态特征。然而在实际场景种用户之间存在丰富的交互关系，
这种关系对于发现套现用户是有帮助的。



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 

Attributed Heterogeneous Information Network (AHIN)



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 

g(·, ·) is the fusion function, which can be concatenation, addition 
or element-wise product.



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 

Feature Attention:

Path Attention: 



Cash-Out User Detection Based on Attributed Heterogeneous Information Network with a 
Hierarchical Attention Mechanism 

Model Learning: 

Optimization:



Key Player Identification in Underground Forums over Attributed Heterogeneous 
Information Network Embedding Framework 
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Key Player Identification in Underground Forums over Attributed Heterogeneous 
Information Network Embedding Framework 

Find out it!

跟帖



Key Player Identification in Underground Forums over Attributed Heterogeneous 
Information Network Embedding Framework 



Key Player Identification in Underground Forums over Attributed Heterogeneous 
Information Network Embedding Framework 

Meta-Path:



Key Player Identification in Underground Forums over Attributed Heterogeneous 
Information Network Embedding Framework 

Single-View Attributed Graph Embedding with GCN:



Key Player Identification in Underground Forums over Attributed Heterogeneous 
Information Network Embedding Framework 

Multi-View Network Embedding with Attention:

Finally, we feed user embeddings to 
Support Vector Machine (SVM) to 
build the classification model for 
key player identification. In the 
experiments, we randomly select 
90% of the data for training, while 
the remaining 10% is used for testing



DEEP AUTOENCODING GAUSSIAN MIXTURE MODEL FOR UNSUPERVISED 
ANOMALY DETECTION
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DEEP AUTOENCODING GAUSSIAN MIXTURE MODEL FOR UNSUPERVISED 
ANOMALY DETECTION



DEEP AUTOENCODING GAUSSIAN MIXTURE MODEL FOR UNSUPERVISED 
ANOMALY DETECTION

GMM:

Sample energy:



DEEP AUTOENCODING GAUSSIAN MIXTURE MODEL FOR UNSUPERVISED 
ANOMALY DETECTION

Objective function:



SpecAE: Spectral AutoEncoder for Anomaly Detection in Attributed Networks 
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SpecAE: Spectral AutoEncoder for Anomaly Detection in Attributed Networks 



SpecAE: Spectral AutoEncoder for Anomaly Detection in Attributed Networks 

Reconstruction errors:
Euclidean distance and the cosine distance



SpecAE: Spectral AutoEncoder for Anomaly Detection in Attributed Networks 



SpecAE: Spectral AutoEncoder for Anomaly Detection in Attributed Networks 

The sample energy:

Gaussian Mixture Model (GMM)


